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#### Abstract

In this paper a novel approach is proposed for constructing discrete counterparts of constitutive equations over polyhedral grids which ensure both consistency and stability of the algebraic equations discretizing an electromagnetic field problem.

The idea is to construct discrete constitutive equations preserving the thermodynamic relations for constitutive equations. In this way, consistency and stability of the discrete equations are ensured. At the base, a purely geometric condition between the primal and the dual grids has to be satisfied for a given primal polyhedral grid, by properly choosing the dual grid.

Numerical experiments demonstrate that the proposed discrete constitutive equations lead to accurate approximations of the electromagnetic field.
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## 1. Introduction

Recently, there has been an increasing interest in the so called "Discrete Geometric Approach" for the solution of electromagnetic field problems at discrete level. Such an approach focuses directly on the geometric structure behind Maxwell equations and constitutive equations. In this respect, the works of Weiland [1,2], Tonti [3], and Bossavit [4,5] play a fundamental role. For instance, it is well known that Faraday or Ampères laws can be recast as algebraic relations between fluxes and circulations associated with surfaces and lines ${ }^{1}$ endowed with an inner or outer orientation [6]. Then, instead of considering all the surfaces and lines, only a finite number of oriented faces and edges is considered. These faces and edges belong to a pair of dual grids according to their orientation. A grid is a collection of oriented geometric elements such as nodes, edges, faces,

[^0]and volumes; the primal grid has inner oriented geometric elements, while the outer oriented geometric elements form the dual grid. The two grids are one dual of the other; in other words, there is a one-to-one correspondence between nodes, edges, faces, and volumes of the primal grid and volumes, faces, edges and nodes of the dual grid respectively.

As a result of this discretization strategy, Maxwell's equations translate into an exact set of algebraic equations while the discrete counterparts of constitutive equations are approximate. For this reason most of the research work reported in literature, is concentrated on the construction of discrete constitutive equations.

Discrete constitutive equations are required to approximate the relation between fluxes/circulations on faces/edges of the dual grids. More specifically, the discrete constitutive equations constructed for a primal grid volume are required to exactly relate circulations/fluxes on edges/faces of the primal grid with fluxes/circulations on faces/edges of the dual grid at least when the fields involved and the material properties are uniform in such a primal grid volume. This ensures that the discrete equations are consistent with the continuous equations, in the sense that the discrete equations approximate the continuous equations with an error vanishing with the grain of the grid $[5,7]$.

Besides, the matrices representing the discrete constitutive equations are required to be symmetric and positive definite. This ensures the stability of the discrete equations, in the sense that small perturbations in the data lead to small perturbations in the solution $[8,7]$.

It is a matter of fact that the methods proposed in literature, in general do not ensure both consistency and stability of the discrete equations to hold simultaneously. For example in $[9,10]$, consistency is ensured by construction, while stability is not ensured. On the contrary in [11-13], stability is ensured by construction, but consistency does not hold in general. Recently, in this last case, the authors have also shown that in some situations this approach can be extended in such a way that not only stability but also consistency is ensured [14,15].

Moreover, all these results are restricted to very particular grids, mainly composed of parallelepipeds or simplexes and mainly to scalar electric and magnetic constitutive equations. Thus no general approach has been reported in literature, at authors knowledge, for constructing discrete constitutive equations over primal polyhedral grids which ensure both consistency and stability of discrete equations. The novelty content of this paper can be summarized in the following main results.

Firstly, we relate the consistency and the stability properties to the thermodynamic relations for constitutive equations. Precisely, we show that the methods previously presented in literature [18] for constructing discrete constitutive equations, usually do not preserve all the thermodynamic relations for constitutive equations.

Secondly, by means of Properties 6 and 7, we show a way to construct discrete constitutive equations preserving all the thermodynamic relations for the constitutive equations. In this way we prove that consistency and stability of the discrete equations are ensured. This is possible only if the primal and the dual grids are related by a purely geometric constraint, given by Properties 3 and 4, that can be satisfied at least for primal grids of convex polyhedra, provided that the dual grid is properly chosen.

Numerical experiments show that the novel discrete constitutive equations lead to accurate approximations of the electromagnetic field.

The paper is organized as follows. In Section 2 the thermodynamic relations for constitutive equations are recalled. In Section 3 the methods reported in literature for constructing discrete constitutive equations are discussed in terms of the set of thermodynamic relations that they preserve. In Section 4 the construction of discrete constitutive equations is proposed which preserve thermodynamic relations of constitutive equations, as a way for ensuring consistency and stability of discrete equations. In Sections 5 and 6 the geometric relation between primal and dual grids is introduced and interpreted as the extension to dual grids of the relation between covariant and contravariant components. In Sections 7 and 8 the novel method for constructing discrete constitutive equations is derived. Numerical experiments are reported in Section 9. In Appendix A covariant and contravariant components are reinterpreted in terms of circulations and fluxes. In Appendix B some useful geometric relations for polygons are reported.

## 2. Thermodynamic relations for constitutive equations

Let us consider a linear, non-dispersive electromagnetic media.

Let $\boldsymbol{e}$ be the electric field, of covariant components $e_{i}$ with $i=1,2,3$. Both the electric displacement $\boldsymbol{d}$, of contravariant components $d^{i}$ with $i=1,2,3$ and the electric energy density $u_{\mathrm{E}}$ can be written as a function of the electric field $\boldsymbol{e}$ in terms of a permittivity tensor $\boldsymbol{\varepsilon}$, of contravariant components $\varepsilon^{i j}$ with $i, j=1,2,3$,

$$
\begin{align*}
& \boldsymbol{d}=\boldsymbol{\varepsilon} \cdot \boldsymbol{e},  \tag{1}\\
& u_{\mathrm{E}}=\frac{1}{2} \boldsymbol{e} \cdot \boldsymbol{\varepsilon} \cdot \boldsymbol{e} \tag{2}
\end{align*}
$$

or equivalently, in tensorial notation,

$$
\begin{aligned}
& d^{i}=\sum_{1}^{3} \varepsilon^{i j} e_{j} \\
& u_{\mathrm{E}}=\frac{1}{2} \sum_{1}^{3} e_{i}^{3} \varepsilon^{i j} e_{j}
\end{aligned}
$$

From the principles of thermodynamics [16] for an electric system locally in equilibrium, the relations described in the following hold.

The electric energy density $u_{\mathrm{E}}$ is a function of the electric field $\boldsymbol{e}$. The electric displacement $\boldsymbol{d}$ is defined from the electric energy density $u_{\mathrm{E}}$ as

$$
\begin{equation*}
d^{i}=\frac{\partial u_{\mathrm{E}}}{\partial e_{i}}, \quad i=1,2,3 . \tag{3}
\end{equation*}
$$

The permittivity tensor is defined from the electric displacement $\boldsymbol{d}$ as

$$
\begin{equation*}
\varepsilon^{i j}=\frac{\partial d^{i}}{\partial e_{j}}, \quad i, j=1,2,3 . \tag{4}
\end{equation*}
$$

In an equivalent way, by using (3), we can rewrite the permeability tensor $\varepsilon$ as a function of the electric energy density $u_{\mathrm{E}}$ as

$$
\begin{equation*}
\varepsilon^{i j}=\frac{\partial^{2} u_{\mathrm{E}}}{\partial e_{j} \partial e_{i}}, \quad i, j=1,2,3 \tag{5}
\end{equation*}
$$

from which, by exchanging the derivatives order, the following equations, known as Maxwell's relations [16], descend

$$
\begin{equation*}
\varepsilon^{i j}=\frac{\partial^{2} u_{\mathrm{E}}}{\partial e_{j} \partial e_{i}}=\frac{\partial^{2} u_{\mathrm{E}}}{\partial e_{i} \partial e_{j}}=\varepsilon^{j i}, \quad i, j=1,2,3 \tag{6}
\end{equation*}
$$

or equivalently the permittivity tensor is symmetric [17].
Besides, since the local equilibrium of the electric system is stable, the electric energy density $u_{\mathrm{E}}$ is a convex function of the electric field $e$ and the permittivity tensor $\varepsilon$ is positive definite [16].

Similar considerations can be done for magnetic systems. Let $\boldsymbol{b}$ be the magnetic induction, of covariant components $b_{i}$ with $i=1,2,3$. Both the magnetic field $\boldsymbol{h}$, of contravariant components $h^{i}$ with $i=1,2,3$, and the magnetic energy density $u_{M}$ can be written as a function of the magnetic induction $\boldsymbol{b}$ in terms of the reluctivity tensor $\boldsymbol{v}$, of contravariant components $v^{i j}$ with $i, j=1,2,3$,

$$
\begin{align*}
& \boldsymbol{h}=\boldsymbol{v} \cdot \boldsymbol{b},  \tag{7}\\
& u_{M}=\frac{1}{2} \boldsymbol{b} \cdot \boldsymbol{v} \cdot \boldsymbol{b} . \tag{8}
\end{align*}
$$

From the principles of thermodynamics [16] it follows:

$$
\begin{align*}
h^{i} & =\frac{\partial u_{M}}{\partial b_{i}}, \quad i=1,2,3,  \tag{9}\\
v^{i j} & =\frac{\partial h^{i}}{\partial b_{j}}, \quad i, j=1,2,3,  \tag{10}\\
v^{i j} & =\frac{\partial^{2} u_{M}}{\partial b_{j} \partial b_{i}}, \quad i, j=1 \ldots 3 . \tag{11}
\end{align*}
$$

Maxwell's relations [16] hold or equivalently the reluctivity tensor is symmetric. The local equilibrium of the magnetic system is stable, or equivalently the $\boldsymbol{v}$ reluctivity tensor is positive definite [16].

## 3. Existing approaches to discrete constitutive equations

The discrete geometric approach to electromagnetic problems relies on a pair of interlocked primal-dual grids introduced in the spatial region of interest. In order to compute the discrete counterparts of electric and magnetic constitutive equations, with respect to the pair of grids, various methods have been reported in literature.

In some of these methods [9,10], the discrete electric constitutive equation is represented by a matrix $\mathbf{E}$ approximating the relation between the array $\mathbf{v}$ of the circulations of $e$ along the primal edges and the array $\tilde{\psi}$ of the fluxes of $\boldsymbol{d}$ across the dual faces as

$$
\begin{equation*}
\tilde{\psi}=\mathbf{E v} . \tag{12}
\end{equation*}
$$

In this way, (12) is consistent with (1), but, in general, there is no guarantee that the matrix $\mathbf{E}$ is either symmetric or positive definite.

Analogously the discrete magnetic constitutive equation is represented by a matrix $\mathbf{N}$ approximating the relation between the array $\boldsymbol{\varphi}$ of the fluxes of $\boldsymbol{b}$ across the primal faces and the array $\tilde{\mathbf{f}}$ of the circulations of $\boldsymbol{h}$ along the dual edges as

$$
\begin{equation*}
\tilde{\mathbf{f}}=\mathbf{N} \varphi . \tag{13}
\end{equation*}
$$

In this way there is no guarantee that the matrix $\mathbf{N}$ is either symmetric or positive definite, even though it is consistent with (7).

In other methods [12,5], the discrete electric constitutive equation is represented by a matrix $\mathbf{E}$ which defines a quadratic form approximating the relation between $\mathbf{v}$ and electric energy $U_{E}$ as

$$
\begin{equation*}
U_{E}=\frac{1}{2} \mathbf{v}^{\mathrm{T}} \mathbf{E v} . \tag{14}
\end{equation*}
$$

In this way (14) is consistent with (2) and matrix $\mathbf{E}$ can be ensured by construction to be symmetric positive definite. However, there is no guarantee that the discrete electric constitutive equation is consistent with (1).

Analogously, the discrete magnetic constitutive equation is represented by a matrix $\mathbf{N}$ which defines a quadratic form approximating the relation between the array $\varphi$ and the magnetic energy $U_{M}$ as

$$
\begin{equation*}
U_{M}=\frac{1}{2} \boldsymbol{\varphi}^{\mathrm{T}} \mathbf{N} \varphi . \tag{15}
\end{equation*}
$$

In this way (15) is consistent with (8) and matrix $\mathbf{N}$ can be ensured by construction to be symmetric, positive definite. However there is no guarantee that it is consistent with (7).

In order to ensure the consistency and stability of the resulting system of discrete equations, the following properties are sufficient conditions as proved in [5]:
(i) consistency of the discrete constitutive equation (12), (13) with (1), (7) respectively;
(ii) symmetry and positive definiteness of the matrices $\mathbf{E}, \mathbf{N}$.

However, neither of the previous two techniques is, in general, able to ensure these properties simultaneously.

## 4. Discrete constitutive equations preserving the thermodynamic relations for constitutive equations

Here we propose to combine the two previous techniques in such a way that properties (i) and (ii) hold simultaneously. Thus, we require that the discrete electric constitutive equation is consistent both with (1), and (2), being $\mathbf{E}$ a symmetric, positive definite matrix.

This can be reinterpreted as follows: all the thermodynamic relations for the electric constitutive equations at the continuous level are preserved at the discrete level. This is equivalent to saying that, from the relations for the electric system of Section 2, the relations at discrete level can be obtained by substituting $\boldsymbol{e}=\left[e_{j}\right], \boldsymbol{d}=\left[d^{i}\right]$, $\boldsymbol{\varepsilon}=\left[\varepsilon^{i j}\right], u_{E}$, with $i, j=1 \ldots 3$, with their discrete counterparts $\mathbf{v}=\left[v_{j}\right], \tilde{\psi}=\left[\tilde{\psi}^{i}\right], \mathbf{E}=\left[E^{i j}\right], U_{E}$, with $i, j=1 \ldots l$, respectively, ${ }^{2} l$ being the number of edges of the primal grid.

Thus, the electric energy $U_{E}$ is a function of the array $\mathbf{v}$. The array $\tilde{\psi}$ of elements $\tilde{\psi}^{i}$ with $i=1 \ldots l$, is obtained from $U_{E}$ as

$$
\tilde{\psi}^{i}=\frac{\partial U_{\mathrm{E}}}{\partial v_{i}}, \quad i=1 \ldots l .
$$

Matrix $\mathbf{E}$, of elements $E^{i j}$ with $i, j=1 \ldots l$, is obtained from $\psi$ as

$$
E^{i j}=\frac{\partial \tilde{\psi}^{i}}{\partial v_{j}}, \quad i, j=1 \ldots l
$$

or equivalently from $U_{E}$ as

$$
E^{i j}=\frac{\partial^{2} U_{\mathrm{E}}}{\partial v_{j} \partial v_{i}}, \quad i, j=1 \ldots l
$$

from which, by exchanging the order of derivatives, Maxwell's relations hold for discrete quantities

$$
E^{i j}=\frac{\partial^{2} U_{\mathrm{E}}}{\partial v_{j} \partial v_{i}}=\frac{\partial^{2} U_{\mathrm{E}}}{\partial v_{i} \partial v_{j}}=E^{j i}, \quad i, j=1 \ldots l
$$

or equivalently the matrix $\mathbf{E}$ must be symmetric. $U_{E}$ is a convex function of $\mathbf{v}$ or equivalently $\mathbf{E}$ must be positive definite.

As for the electric system, also for the magnetic system we require that the discrete magnetic constitutive equation is consistent both with (7) and (8), $\mathbf{N}$ being a symmetric, positive definite matrix. This can be reinterpreted as follows: all the thermodynamic relations for the magnetic constitutive equations at the continuous level are preserved at the discrete level. This is equivalent to saying that from the relations at continuous level for the magnetic system of Section 2 relations at discrete level can be obtained by substituting $\boldsymbol{b}=\left[b_{j}\right], \boldsymbol{h}=\left[h^{i}\right]$, $\boldsymbol{v}=\left[v^{i j}\right], u_{M}$, with $i, j=1 \ldots 3$, with their discrete counterparts $\boldsymbol{\varphi}=\left[\varphi_{j}\right], \tilde{\mathbf{f}}=\left[\tilde{f}^{i}\right], \mathbf{N}=\left[n^{i j}\right], U_{M}$, with $i, j=1 \ldots f$, respectively, $f$ being the number of faces of the primal grid. Thus

$$
\begin{aligned}
& \tilde{f}^{i}=\frac{\partial U_{M}}{\partial \varphi_{i}}, \quad i=1 \ldots f, \\
& N^{i j}=\frac{\partial \tilde{f}^{i}}{\partial \varphi_{j}}, \quad i, j=1 \ldots f .
\end{aligned}
$$

Maxwell's relations hold for discrete quantities, or equivalently $\mathbf{N}$ is symmetric. $U_{M}$ is a convex function of $\boldsymbol{\varphi}$, or equivalently $\mathbf{N}$ is positive definite.

## 5. Extension of the notion of covariant and contravariant components to dual grids

Hereafter we assume that the primal grid is composed of one volume $\Omega$. Let $\Gamma_{i}$, with $i=1 \ldots l$, be the $l$ primal edges of $\Omega$, having edge vectors

[^1]$$
\boldsymbol{l}_{i}=\int_{\Gamma_{i}} \boldsymbol{t}(\boldsymbol{r}),
$$
being $\boldsymbol{t}(\boldsymbol{r})$ the unit tangent vector to $\Gamma_{i}$. Let $\Sigma_{i}$, with $i=1 \ldots f$, be the $f$ primal faces of $\Omega$, having face vectors
$$
\boldsymbol{s}_{i}=\int_{\Sigma_{i}} \boldsymbol{n}(\boldsymbol{r})
$$
being $\boldsymbol{n}(\boldsymbol{r})$ the unit normal vector to $\Gamma_{i}$. In a similar way, but with a superscript index, we indicate with $\tilde{\boldsymbol{l}}^{i}$, $i=1 \ldots f$, the edge vectors of the dual edges $\tilde{\Gamma}_{i}$ of $\Omega$ and with $\tilde{\boldsymbol{s}}^{i}, i=1 \ldots l$, the face vectors of the dual faces $\tilde{\Sigma}_{i}$ of $\Omega$.

In order to preserve the thermodynamic relations for the electric constitutive equations at the discrete level, (12) and (14) are required to be exact at least when the permittivity tensor $\boldsymbol{\varepsilon}$ is homogeneous and when the electric field $\boldsymbol{e}$ and the electric displacement $\boldsymbol{d}$ are spatially uniform in $\Omega$.

Property 1. In order that (12) and (14) hold exactly for arbitrary, spatially uniform, electric field $\boldsymbol{e}$ and electric displacement d and for an arbitrary homogeneous, symmetric positive definite, permittivity tensor $\varepsilon$, it is necessary that the following equation:

$$
\begin{equation*}
V \boldsymbol{I}=\sum_{i}^{l} \boldsymbol{l}_{i} \tilde{\boldsymbol{s}}^{i} \tag{16}
\end{equation*}
$$

holds, where $V$ is the volume of $\Omega, \boldsymbol{I}$ is the fundamental tensor. ${ }^{3}$
Proof. Since $\boldsymbol{e}$ is spatially uniform it results in $v_{i}=\boldsymbol{l}_{i} \cdot \boldsymbol{e}$. Then since $\boldsymbol{d}=\boldsymbol{\varepsilon} \cdot \boldsymbol{e}$ it results in $\tilde{\psi}^{i}=\tilde{\boldsymbol{s}}^{i} \cdot \boldsymbol{\varepsilon} \cdot \boldsymbol{e}$. Thus from (14) it follows:

$$
\sum_{i}^{l}\left(\boldsymbol{l}_{i} \cdot \boldsymbol{e}\right)\left(\tilde{\boldsymbol{s}}^{i} \cdot \boldsymbol{\varepsilon} \cdot \boldsymbol{e}\right)=\boldsymbol{e} \cdot\left(\sum_{i}^{l} \boldsymbol{l}_{i} \tilde{\boldsymbol{s}}^{i}\right) \cdot \boldsymbol{\varepsilon} \cdot \boldsymbol{e}=V \boldsymbol{e} \cdot \boldsymbol{\varepsilon} \cdot \boldsymbol{e}
$$

Then, since $\boldsymbol{e}$ is arbitrary, it results in ${ }^{4}$

$$
\operatorname{sym}(\boldsymbol{A} \cdot \varepsilon)=V \varepsilon
$$

being

$$
\boldsymbol{A}=\sum_{i}^{l} \boldsymbol{l}_{i} \tilde{\boldsymbol{s}}^{i}
$$

Let us assume orthogonal Cartesian coordinates. Since $\varepsilon$ is an arbitrary symmetric, positive definite tensor we can choose

$$
\varepsilon=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

from which it follows that $A_{11}=A_{22}=A_{33}=V$. Alternatively by choosing

$$
\varepsilon=\left[\begin{array}{ccc}
1 & \frac{1}{2} & 0 \\
\frac{1}{2} & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

it follows $A_{12}=A_{21}=0$. Similarly by choosing

[^2]\[

\varepsilon=\left[$$
\begin{array}{ccc}
1 & 0 & \frac{1}{2} \\
0 & 1 & 0 \\
\frac{1}{2} & 0 & 1
\end{array}
$$\right]
\]

it follows $A_{13}=A_{31}=0$. Lastly by choosing

$$
\varepsilon=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & \frac{1}{2} \\
0 & \frac{1}{2} & 1
\end{array}\right]
$$

it follows $A_{23}=A_{32}=0$. Thus

$$
A=V \boldsymbol{I}
$$

and (16) holds.
Property 1 is a geometric property relating primal edges to dual faces. It is thus independent of material properties. By taking the dot product of (16) with two arbitrary vectors $\boldsymbol{a}$ and $\boldsymbol{b}$, it also follows:

$$
\begin{align*}
& V \boldsymbol{b}=\sum_{i}^{l} \tilde{B}^{i} \boldsymbol{l}_{i},  \tag{17}\\
& V \boldsymbol{a}=\sum_{i}^{l} A_{i} \tilde{\boldsymbol{s}}^{i},  \tag{18}\\
& V \boldsymbol{a} \cdot \boldsymbol{b}=\sum_{i}^{l} A_{i} \tilde{B}^{i}, \tag{19}
\end{align*}
$$

$A_{i}$ being the circulations of $\boldsymbol{a}$ along the edges of the primal grid and $\tilde{B}^{i}$ being the fluxes of $\boldsymbol{b}$ across the faces of the dual grid. Assuming that it is $A_{i}=\boldsymbol{a} \cdot \boldsymbol{l}_{i}$ and $\tilde{B}^{i}=\boldsymbol{b} \cdot \tilde{\boldsymbol{s}}^{i}$, it straightforwardly follows that each of Eqs. (16)(19) implies all of the others.

Eqs. (16)-(19) have the same structure of (A.10)-(A.13) of Appendix A, relating covariant and contravariant components and bases. Thus they can be reinterpreted as extensions of the relations between covariant and contravariant components and bases rewritten as in Appendix A in terms of edges and face vectors and circulations and fluxes. In fact (16) relates primal edge vectors to dual face vectors, (17) expresses $\boldsymbol{b}$ in terms its fluxes across dual faces and primal edge vectors, (18) expresses $\boldsymbol{a}$ in terms its circulations along primal edges and dual face vectors, (19) expresses the dot product of $\boldsymbol{a}$ and $\boldsymbol{b}$ in terms of the circulations of $\boldsymbol{a}$ along primal edges and the fluxes of $\boldsymbol{b}$ across dual faces.

In a similar way, to preserve the thermodynamic relations for the magnetic constitutive equations at the discrete level, (13) and (15) are required to be exact when the reluctivity tensor $v$ is homogeneous and when the magnetic induction $\boldsymbol{b}$ and the magnetic field $\boldsymbol{h}$ are spatially uniform in $\Omega$.

Property 2. In order that (13) and (15) are exact for arbitrary, spatially uniform, magnetic field $\boldsymbol{h}$ and magnetic induction $\boldsymbol{b}$ and for an arbitrary homogeneous, symmetric positive definite, reluctivity tensor $\boldsymbol{v}$, it is necessary that the following equation:

$$
\begin{equation*}
V \boldsymbol{I}=\sum_{i}^{f} s_{i} \tilde{i}^{i}, \tag{20}
\end{equation*}
$$

holds, where $V$ is the volume of $\Omega, \boldsymbol{I}$ is the fundamental tensor.
Proof. Since $\boldsymbol{b}$ is spatially uniform it results in $\varphi_{i}=\boldsymbol{s}_{i} \cdot \boldsymbol{b}$. Then since $\boldsymbol{h}=\boldsymbol{v} \cdot \boldsymbol{b}$ it results in $\tilde{f}^{i}=\tilde{\boldsymbol{l}}^{i} \cdot \boldsymbol{v} \cdot \boldsymbol{b}$. Thus from (14) it results in

$$
\sum_{i}^{f}\left(\boldsymbol{s}_{i} \cdot \boldsymbol{b}\right)\left(\tilde{\boldsymbol{l}}^{i} \cdot \boldsymbol{v} \cdot \boldsymbol{b}\right)=\boldsymbol{b} \cdot\left(\sum_{i}^{1} \boldsymbol{s}_{i} \tilde{\boldsymbol{l}}^{i}\right) \cdot \boldsymbol{v} \cdot \boldsymbol{b}=V \boldsymbol{b} \cdot \boldsymbol{v} \cdot \boldsymbol{b} .
$$

Then, since $\boldsymbol{b}$ is arbitrary, it results in

$$
\operatorname{sym}(\boldsymbol{A} \cdot \boldsymbol{v})=V \boldsymbol{v}
$$

in which

$$
A=\sum_{i}^{f} s_{i} \tilde{l}^{i} .
$$

Then, since $v$ is an arbitrary symmetric, positive definite reluctivity tensor, proceeding as in the proof of Property 1 , (20) follows.

Property 2 is a geometric property relating the faces of the primal grid to the edges of the dual grid. By taking the dot product of (20) with two arbitrary vectors $\boldsymbol{a}$ and $\boldsymbol{b}$, it also follows:

$$
\begin{align*}
& V \boldsymbol{b}=\sum_{i}^{f} \tilde{B}^{i} \boldsymbol{s}_{i},  \tag{21}\\
& V \boldsymbol{a}=\sum_{i}^{f} A_{i} \tilde{\boldsymbol{l}}^{i},  \tag{22}\\
& V \boldsymbol{a} \cdot \boldsymbol{b}=\sum_{i}^{f} A_{i} \tilde{B}^{i}, \tag{23}
\end{align*}
$$

$A_{i}$ being the fluxes of $\boldsymbol{a}$ across the faces of the primal grid and $\tilde{B}^{i}$ being the circulations of $\boldsymbol{b}$ along the edges of the dual grid. Assuming that it is $A_{i}=\boldsymbol{a} \cdot \boldsymbol{s}_{i}$ and $\tilde{B}^{i}=\boldsymbol{b} \cdot \tilde{\boldsymbol{l}}^{i}$, it straightforwardly follows that each of Eqs. (20)(23) implies all of the others.

Eqs. (20)-(23) are obtained from (A.16)-(A.19) of Appendix A, relating covariant and contravariant components and bases. In fact, (20) relates primal face vectors to dual edge vectors, (21) expresses $\boldsymbol{b}$ in terms of its circulations along dual edges and primal face vectors, (22) expresses $\boldsymbol{a}$ in terms its fluxes across primal faces and dual edge vectors, (23) expresses the dot product of $\boldsymbol{a}$ and $\boldsymbol{b}$ in terms of fluxes of $\boldsymbol{a}$ across primal faces and the circulations of $\boldsymbol{b}$ along dual edges.

## 6. Constructing the dual of a polyhedral grid

We show here how the dual of a polyhedral primal grid can be constructed in such a way that Properties 1 and 2 are satisfied.

So let us assume that $\Omega$ is a polyhedron, shown in Fig. 1. Its faces $\Sigma_{i}$ with $i=1 \ldots f$ are polygons and its edges $\Gamma_{j}$ with $j=1 \ldots l$ are segments. Its nodes are points $\boldsymbol{r}_{k}$ with $k=1 \ldots n$. The dual of $\Omega$ has volumes $\tilde{\Omega}_{k}$ with $i=1 \ldots n$, faces $\tilde{\Sigma}_{j}$ with $j=1 \ldots l$ and edges $\tilde{\Gamma}_{i}$ with $i=1 \ldots f$. Both the edges $\tilde{\Gamma}_{i}$ with $i=1 \ldots f$ and the traces of faces $\tilde{\Sigma}_{j}$ with $j=1 \ldots l$ on the boundary of $\Omega$ are assumed to be segments. However dual faces $\tilde{\Sigma}_{j}$ with $j=1 \ldots l$ are not required to be polygons, not being in general planar.

Let $\boldsymbol{r}_{\Omega}$ be the dual node of $\Omega$. Let $\boldsymbol{r}_{\Sigma_{i}}$ be the intersections of $\Sigma_{i}$ and $\tilde{\Gamma}_{i}$ with $i=1 \ldots f$. Let $\boldsymbol{r}_{\Gamma_{j}}$ be the intersections of $\Gamma_{j}$ and $\tilde{\Sigma}_{j}$ with $j=1 \ldots l$. Besides, given the $\Gamma_{j}$ edge and the two $\Sigma_{i}$ faces adjacent to $\Gamma_{j}$, let the $\Sigma_{\Gamma_{j}}$ face be the union of the two triangles having as vertices the nodes of $\Gamma_{j}$ and $\boldsymbol{r}_{\Sigma_{i}}$.

By exploiting the geometric relations for polygons given in Appendix B, it results in
Property 3. Eq. (16) holds if and only if

$$
\begin{align*}
\boldsymbol{T} & =\sum_{1}^{f} \sum_{k}^{n} \int_{\tilde{\Omega}_{k} \cap \Sigma_{i}}\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma  \tag{24}\\
& =-\frac{1}{2} \sum_{i}^{f} \boldsymbol{s}_{i}\left(\frac{1}{\left|\Sigma_{i}\right|} \int_{\Sigma_{i}} \boldsymbol{r} \mathrm{~d} \sigma-\boldsymbol{r}_{\Sigma_{i}}\right)-\sum_{1}^{l} \boldsymbol{s}_{\Gamma_{j}}\left(\frac{1}{\left|\Gamma_{j}\right|} \int_{\Gamma_{j}} \boldsymbol{r} \mathrm{~d} \gamma-\boldsymbol{r}_{\Gamma_{j}}\right)=\mathbf{0}, \tag{25}
\end{align*}
$$



Fig. 1. A polyhedron $\Omega$.
being $\boldsymbol{n}(\boldsymbol{r})$ a unit vector normal to $\Sigma_{i}$ at $\boldsymbol{r}$, and being $\boldsymbol{s}_{i}, \boldsymbol{s}_{\Gamma_{j}}$ the face vectors of $\Sigma_{i}$ and $\Sigma_{\Gamma_{j}}$ respectively, outward normal to $\partial \Omega$.

Proof. If (16) holds then also (19) holds for arbitrary, spatially uniform, $\boldsymbol{a}$ and $\boldsymbol{b}$. It is

$$
\int_{\Omega} \boldsymbol{a} \cdot \boldsymbol{b} \mathrm{d} \omega=\sum_{1}^{n} \int_{\tilde{\Omega}_{k}} \boldsymbol{a} \cdot \boldsymbol{b} \mathrm{~d} \omega .
$$

Besides, since $\boldsymbol{a}$ is spatially uniform and thus it is $\boldsymbol{a}=\nabla u(\boldsymbol{r})$ with $u(\boldsymbol{r})=\boldsymbol{a} \cdot \boldsymbol{r}$, it results in

$$
\begin{align*}
\int_{\tilde{\Omega}_{k}} \boldsymbol{a} \cdot \boldsymbol{b} \mathrm{~d} \omega & =\int_{\tilde{\Omega}_{k}} \nabla\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{k}\right)\right) \cdot \boldsymbol{b} \mathrm{d} \omega=\int_{\tilde{\Omega}_{k}} \nabla \cdot\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{k}\right)\right) \boldsymbol{b} \mathrm{d} \omega-\int_{\tilde{\Omega}_{k}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{k}\right)\right) \nabla \cdot \boldsymbol{b} \mathrm{d} \omega \\
& =\int_{\tilde{\partial}_{\tilde{\Omega}_{k}}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{k}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma \\
& =\sum_{i}^{f} \int_{\tilde{\Omega}_{k} \cap \Sigma_{i}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{k}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma+\sum_{j}^{l} \int_{\tilde{\Omega}_{k} \cap \tilde{\Sigma}_{j}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{k}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma, \tag{26}
\end{align*}
$$

$\boldsymbol{n}(\boldsymbol{r})$ being oriented as the outward normal to $\partial \tilde{\Omega}_{k}$. It is

$$
\int_{\tilde{\Omega}_{k} \cap \tilde{\Sigma}_{j}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{k}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma=\int_{\tilde{\Omega}_{k} \cap \tilde{\Sigma}_{j}}\left(u\left(\boldsymbol{r}_{\Gamma_{j}}\right)-u\left(\boldsymbol{r}_{k}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma+\int_{\tilde{\Omega}_{k} \cap \tilde{\Sigma}_{j}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Gamma_{j}}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma .
$$

Besides

$$
\begin{equation*}
\sum_{1}^{l} \sum_{1}^{n} \int_{\tilde{\Omega}_{k} \cap \tilde{\Sigma}_{j}}\left(u\left(\boldsymbol{r}_{\Gamma_{j}}\right)-u\left(\boldsymbol{r}_{k}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma=\sum_{j}^{l} A_{j} \tilde{B}^{j} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{1}^{n} \int_{\tilde{\Omega}_{k} \cap \tilde{\Sigma}_{j}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Gamma_{j}}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma=0 \tag{28}
\end{equation*}
$$

Thus, using (19) together with (26)-(28), it follows:

$$
\sum_{1}^{n} \sum_{i}^{f} \int_{\tilde{\Omega}_{k} \cap \Sigma_{i}} \boldsymbol{a} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) \boldsymbol{n}(\boldsymbol{r}) \cdot \boldsymbol{b} \mathrm{d} \sigma=0
$$

or equivalently since $\boldsymbol{a}$ and $\boldsymbol{b}$ are arbitrary,

$$
\sum_{i}^{f} \sum_{i}^{n} \int_{\tilde{\Omega}_{k} \cap \Gamma_{i}}\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma=\mathbf{0} .
$$

By applying Lemma 5 of Appendix B to each face $\Sigma_{i}$, (24) follows.
Besides
Property 4. Eq. (20) holds if and only if

$$
\begin{align*}
\widetilde{\boldsymbol{T}} & =\sum_{i}^{f} \int_{\Sigma_{i}}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega  \tag{29}\\
& =\sum_{i}^{f} \boldsymbol{s}_{i}\left(\frac{1}{\left|\Sigma_{i}\right|} \int_{\Sigma_{i}} \boldsymbol{r} \mathrm{~d} \sigma-\boldsymbol{r}_{\Sigma_{i}}\right)=\mathbf{0}, \tag{30}
\end{align*}
$$

being $\boldsymbol{n}(\boldsymbol{r})$ a unit vector normal to $\Sigma_{i}$ at $\boldsymbol{r}$.
Proof. If (20) holds then also (23) holds for arbitrary, spatially uniform, $\boldsymbol{a}$ and $\boldsymbol{b}$. Since $\boldsymbol{b}$ is spatially uniform and thus it is $\boldsymbol{b}=\nabla u(\boldsymbol{r})$ with $u(\boldsymbol{r})=\boldsymbol{b} \cdot \boldsymbol{r}$, it results in

$$
\begin{align*}
\int_{\Omega} \boldsymbol{a} \cdot \boldsymbol{b} \mathrm{d} \omega & =\int_{\Omega} \boldsymbol{a} \cdot \nabla\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Omega}\right)\right) \mathrm{d} \omega=\int_{\Omega} \nabla \cdot\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Omega}\right)\right) \boldsymbol{a} \mathrm{d} \omega-\int_{\Omega}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Omega}\right)\right) \nabla \cdot \boldsymbol{a} \mathrm{d} \omega \\
& =\int_{\partial \Omega}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Omega}\right)\right) \boldsymbol{a} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega \\
& =\sum_{i}^{f} \int_{\Sigma_{i}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \boldsymbol{a} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega+\sum_{i}^{f} \int_{\Sigma_{i}}\left(u\left(\boldsymbol{r}_{\Sigma_{i}}\right)-u\left(\boldsymbol{r}_{\Omega}\right)\right) \boldsymbol{a} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega, \tag{31}
\end{align*}
$$

$\boldsymbol{n}(\boldsymbol{r})$ being oriented as the outward normal to $\partial \Omega$. It is

$$
\begin{equation*}
\sum_{i}^{f} \int_{\Sigma_{i}}\left(u\left(\boldsymbol{r}_{\Sigma_{i}}\right)-u\left(\boldsymbol{r}_{\Omega}\right)\right) \boldsymbol{a} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega=\sum_{i}^{f} A_{i} \tilde{B}^{i} . \tag{32}
\end{equation*}
$$

Thus by using (23) together with (31), (32), it results in

$$
\sum_{i}^{f} \int_{\Sigma_{i}} \boldsymbol{b} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{n}(\boldsymbol{r}) \cdot \boldsymbol{a} \mathrm{d} \omega=0
$$

or equivalently, since $\boldsymbol{a}$ and $\boldsymbol{b}$ are arbitrary,

$$
\sum_{i}^{f} \int_{\Sigma_{i}}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega=\mathbf{0}
$$

from which (29) follows.
From Properties 3 and 4 it descends that the validity of (16), (20) depends only on the trace of the dual of $\Omega$ on $\partial \Omega$. Thus it is completely independent on the position of $\boldsymbol{r}_{\Omega}$. As a consequence the dual of $\Omega$ is not completely fixed. But the main question is: for a polyhedron $\Omega$, can the trace of the dual of $\Omega$ on $\partial \Omega$ be chosen in such a way that (16) and (20) hold?

Firstly, it can be observed that in some cases there are different ways to choose the trace of the dual of $\Omega$ on $\partial \Omega$ in order to satisfy (16) and (20). For instance, it can be straightforwardly verified that for an oblique parallelepiped Properties 3, 4 hold if its faces are subdivided by the dual grid parallely to its edges as shown in Fig. 2(a).

Secondly, from Properties 3, 4, it follows that (16) and (20) hold if and only if the trace of the dual of $\Omega$ on $\partial \Omega$ is such that


Fig. 2. Dual grid for different choices $\mathbf{r}_{\Omega}, \mathbf{r}_{\Omega}^{\prime}$ of the dual node and for different choices of the polyhedron $\Omega$ : (a) parallelepiped; (b) tetrahedron.

$$
\begin{align*}
& \sum_{i}^{f} \boldsymbol{s}_{i}\left(\frac{1}{\left|\Sigma_{i}\right|} \int_{\Sigma_{i}} \boldsymbol{r} \mathrm{~d} \sigma-\boldsymbol{r}_{\Sigma_{i}}\right)=\mathbf{0},  \tag{33}\\
& \sum_{j}^{l} \boldsymbol{s}_{\Gamma_{j}}\left(\frac{1}{\left|\Gamma_{j}\right|} \int_{\Gamma_{j}} \boldsymbol{r} \mathrm{~d} \gamma-\boldsymbol{r}_{\Gamma_{j}}\right)=\mathbf{0} . \tag{34}
\end{align*}
$$

From (33) and (34) we note that there is a unique choice of the trace of the dual of $\Omega$ on $\partial \Omega$ such that its restriction to each edge and to each face is independent of its restrictions on all other edges and faces. This choice is such that

$$
\begin{align*}
& \boldsymbol{r}_{\Sigma_{i}}=\frac{1}{\left|\bar{S}_{i}\right|} \int_{\Sigma_{i}} \boldsymbol{r} \mathrm{~d} \sigma, \quad i=1 \ldots f,  \tag{35}\\
& \boldsymbol{r}_{\Gamma_{j}}=\frac{1}{\left|\Gamma_{j}\right|} \int_{\Gamma_{j}} \boldsymbol{r} \mathrm{~d} \gamma, \quad j=1 \ldots l . \tag{36}
\end{align*}
$$

or equivalently such that $\boldsymbol{r}_{\Sigma_{i}}$ are the barycenters of faces $\Sigma_{i}$, with $i=1 \ldots f$, and $\boldsymbol{r}_{\Gamma_{j}}$ are the barycenters of edges $\Gamma_{j}$, with $j=1 \ldots l$. Thus a simple construction of the trace of the dual of $\Omega$ on $\partial \Omega$, such that (33) and (34) hold can be obtained by means of a barycentric subdivision of $\partial \Omega$ [18]. This can be done at least in the case in which the $\Sigma_{i}$ faces with $i=1 \ldots f$ are convex polygons, since then the barycentric subdivision of $\partial \Omega$ is ensured to be contained in $\partial \Omega$. In particular cases, such as with a tetrahedron $\Omega$ show in Fig. 2(b), the barycentric subdivision of $\partial \Omega$ is also the only choice of the trace of the dual of $\Omega$ on $\partial \Omega$ such that (33) and (34) hold, as it can be directly verified.

Thus by arbitrarily choosing a position vector $\boldsymbol{r}_{\Omega}$ as in Fig. 2 within $\Omega$, a dual grid such that (16) and (20) hold is obtained. This can be done at least in the case in which the $\Omega$ polyhedron is convex, since then the dual grid is ensured to be contained in $\Omega$.

We note that the convexity of the polyhedron $\Omega$ is just a sufficient condition and not a necessary condition for constructing a dual grid in such a way that (16) and (20) hold.

## 7. Reinterpreting known constitutive equations which preserve all thermodynamics relations

Lately the present authors have proposed a method $[14,15]$ for generating electric and magnetic discrete constitutive equations preserving all the thermodynamic relations for constitutive equations. This method is
limited to the case of a primal grid composed of tetrahedra, (oblique) triangular prisms and (oblique) parallelepipeds and of a dual grid obtained by barycentric subdivision of the primal grid [18]. The method has been presented in terms of piece-wise uniform edge elements and piece-wise uniform face elements. It is here reinterpreted in a different manner.

Let the $\Omega$ primal grid be either a tetrahedron, an (oblique) triangular prism or an (oblique) parallelepiped and let the dual grid be the barycentric subdivision of $\Omega$, as shown in Fig. 3.

Let $\tilde{\Omega}_{k}$, with $k=1 \ldots n$, be a dual volume of $\Omega$. Let $\boldsymbol{l}_{1 k}=\tilde{\boldsymbol{l}}^{1 k}, \boldsymbol{l}_{2 k}=\tilde{\boldsymbol{l}}^{2 k}$ and $\boldsymbol{l}_{3 k}=\tilde{\boldsymbol{l}}^{3 k}$, be the edge vectors of the intersections of the primal edges of $\Omega$ incident in node $\boldsymbol{r}_{k}$ with $\Omega_{k}$. These edge vectors identify the edges of a parallelepiped. Let $\tilde{\boldsymbol{s}}^{1 k}=\boldsymbol{s}_{1 k}, \tilde{\boldsymbol{s}}^{2 k}=\boldsymbol{s}_{2 k}$ and $\tilde{\boldsymbol{s}}^{3 k}=\boldsymbol{s}_{3 k}$ be the face vectors of the faces of the parallelepiped opposite to and positively oriented with respect to these edges.

Let

$$
\mathbf{v}_{k}=\left[\begin{array}{c}
v_{1 k} \\
v_{2 k} \\
v_{3 k}
\end{array}\right]
$$

be the array of the circulations of $\boldsymbol{e}$ along the edges of edge vectors $\boldsymbol{l}_{1 k}, \boldsymbol{l}_{2 k}, \boldsymbol{l}_{3 k}$, with $k=1 \ldots n$. For an electric field $\boldsymbol{e}$, spatially uniform in $\Omega$, such circulations are fractions of the circulations of $\boldsymbol{e}$ along the +3 primal edges of $\Omega$ incident in node $\boldsymbol{r}_{k}$, so that

$$
\mathbf{v}_{k}=\mathbf{T}_{k} \mathbf{v},
$$

in which $\mathbf{T}_{k}$ are $d \times l$ matrices. Let $\mathbf{E}_{k}$ be the matrices which transform the circulations of $\boldsymbol{e}$ along the edges of edge vectors $\boldsymbol{l}_{1 k}, \boldsymbol{l}_{2 k}, \boldsymbol{l}_{3 k}$ into the fluxes of $\boldsymbol{d}=\boldsymbol{\varepsilon} \cdot \boldsymbol{e}$ across the faces of face vectors $\tilde{\boldsymbol{s}}^{1 k}, \tilde{\boldsymbol{s}}^{2 k}, \tilde{\boldsymbol{s}}^{3 k}$. These matrices are defined by (A.15) of Appendix A by assuming $\boldsymbol{t}=\boldsymbol{\varepsilon}$ and $\tilde{\boldsymbol{s}}^{1}=\tilde{\boldsymbol{s}}^{1 k}, \tilde{\boldsymbol{s}}^{2}=\tilde{\boldsymbol{s}}^{2 k}$ and $\tilde{\boldsymbol{s}}^{3}=\tilde{\boldsymbol{s}}^{3 k}$, with $k=1 \ldots n$. As proved in [14,15], matrix

$$
\mathbf{E}=K \sum_{1}^{n} \mathbf{T}_{k}^{\mathrm{T}} \mathbf{E}_{k} \mathbf{T}_{k},
$$

in which $K$ is $1 / 3,2 / 3$ and +1 respectively for tetrahedra, (oblique) triangular prisms and (oblique) parallelepipeds, defines a discrete electric constitutive equation, preserving the thermodynamic relations for the electric constitutive equations at the continuous level.


Fig. 3. A tetrahedral volume $\Omega$.

Let

$$
\varphi_{k}=\left[\begin{array}{c}
\varphi_{1 k} \\
\varphi_{2 k} \\
\varphi_{3 k}
\end{array}\right]
$$

be the arrays of the fluxes of $\boldsymbol{b}$ across the faces whose face vectors are $\boldsymbol{s}_{1 k}, \boldsymbol{s}_{2 k}, \boldsymbol{s}_{3 k}$, with $k=1 \ldots n$. For a magnetic induction $\boldsymbol{b}$, spatially uniform in $\Omega$, such fluxes are fractions of the fluxes of $\boldsymbol{b}$ across the +3 primal faces of $\Omega$ incident in node $\boldsymbol{r}_{k}$, so that

$$
\boldsymbol{\varphi}_{k}=\mathbf{P}_{k} \boldsymbol{\varphi},
$$

in which $\mathbf{P}_{k}$ are $d \times f$ matrices. Let $\mathbf{N}_{k}$ be the matrices, which transform the fluxes of $\boldsymbol{b}$ across the faces of face vectors $\boldsymbol{s}_{1 k}, \boldsymbol{s}_{2 k}, \boldsymbol{s}_{3 k}$ into the circulations of $\boldsymbol{h}=\boldsymbol{v} \cdot \boldsymbol{b}$ along the edges of edge vectors $\tilde{\boldsymbol{l}}^{1 k}, \tilde{\boldsymbol{l}}^{2 k}, \tilde{\boldsymbol{l}}^{3 k}$. These matrices are defined by (A.21) of Appendix A by assuming $\boldsymbol{t}=\boldsymbol{v}$ and $\tilde{\boldsymbol{l}}^{1}=\tilde{\boldsymbol{l}}^{1 k}, \tilde{\boldsymbol{l}}^{2}=\tilde{\boldsymbol{l}}^{2 k}$ and $\tilde{\boldsymbol{l}}^{3}=\tilde{\boldsymbol{l}}^{3 k}$, with $k=1 \ldots n$. As proved in $[14,15]$, matrix

$$
\mathbf{N}=K \sum_{k}^{n} \mathbf{P}_{k}^{\mathrm{T}} \mathbf{N}_{k} \mathbf{P}_{k}
$$

is a discrete magnetic constitutive equation, preserving the thermodynamic relations for the magnetic constitutive equation at the continuous level.

## 8. Constitutive equations over polyhedral grids

In Section 5, Properties 1 and 2 were shown to be necessary conditions for the construction of discrete constitutive equations preserving the thermodynamic relations for constitutive equations. Such Properties are here proved to be also sufficient conditions. In fact discrete constitutive equations preserving the thermodynamic relations for constitutive equations are here deduced by extending the method described in Section 7, when Properties 1 and 2 hold.

Thus let the dual grid satisfy (33) and (34). The polyhedron $\Omega$ can be naturally subdivided into tetrahedra $\tau_{h}$, with $h=1 \ldots 2 l$, as shown in Fig. 4. Each tetrahedron has as vertices the dual node $\boldsymbol{r}_{\Omega}$ the two extrema of one edges $\Gamma_{j}$ and point $\boldsymbol{r}_{\Sigma_{i}}$ of a primal face $\Sigma_{i}$ adjacent to $\Gamma_{j}$. Let $\boldsymbol{l}_{1 h}$ be the edge vector of $\Gamma_{j}$. Let $\boldsymbol{l}_{2 h}$ be the edge vector of the intersection of $\Sigma_{i}$ with $\tilde{\Sigma}_{j}$, oriented from $\boldsymbol{r}_{\Gamma_{j}}$ to $\boldsymbol{r}_{\Sigma_{i}}$. Let $\boldsymbol{l}_{3 h}$ be the edge vector of $\tilde{\Gamma}_{i}$, oriented as the outward normal to $\partial \Omega$. As in Appendix A, $\boldsymbol{l}_{1 h}=\tilde{\boldsymbol{l}}^{1 h}, \boldsymbol{l}_{2 h}=\tilde{\boldsymbol{l}}^{2 h}, \boldsymbol{l}_{3 h}=\tilde{\boldsymbol{l}}^{3 h}$ are the edge vectors of edges identifying


Fig. 4. The subdivision of the $\Omega$ polyhedron into the $\tau_{h}$ tetrahedra, with $h=1 \ldots 2 l$.
a parallelepiped. Let $\tilde{\boldsymbol{s}}^{1 h}=\boldsymbol{s}_{1 h}, \tilde{\boldsymbol{s}}^{2 h}=\boldsymbol{s}_{2 h}$ and $\tilde{\boldsymbol{s}}^{3 h}=\boldsymbol{s}_{3 h}$ be the face vectors of the faces of the parallelepiped opposite to and positively oriented with respect to these edges.

The following Lemmas 1-4 lead to Property 5.
Lemma 1. The following relation holds:

$$
\begin{equation*}
\widetilde{\boldsymbol{T}}-\boldsymbol{T}=\sum_{i}^{f} \sum_{1}^{n}\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{f}^{i k} \tag{37}
\end{equation*}
$$

$f^{i k}$ being the vector face of the intersection of $\Sigma_{i}$ with $\tilde{\Omega}_{k}$, outward normal to $\partial \Omega$.
Proof. From (24), (29), it results in

$$
\widetilde{\boldsymbol{T}}-\boldsymbol{T}=\sum_{i}^{f} \int_{\Sigma_{i}}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega-\sum_{i}^{f} \sum_{i}^{n} \int_{\Sigma_{i} \tilde{\Omega}_{k}}\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma=\sum_{i}^{f} \sum_{i}^{n} \int_{\Sigma_{i} \cap \tilde{\Omega}_{k}}\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega
$$

from which (37) follows.
Lemma 2. The following relation holds:

$$
\begin{equation*}
\frac{1}{2} \sum_{1}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{h h}=\sum_{1}^{l} \boldsymbol{e}_{j} \boldsymbol{f}^{j}-\frac{1}{2} \sum_{1}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{3 h}, \tag{38}
\end{equation*}
$$

in which $\boldsymbol{e}_{j}$ is the edge vector of the trace of $\tilde{\Sigma}_{j}$ on $\partial \Omega$, arbitrarily oriented, and $\boldsymbol{f}^{j}$ is the face vector of the triangle whose vertices are $\boldsymbol{r}_{\Omega}$ and the extrema of $\Gamma_{j}$, positively oriented with respect to $\boldsymbol{e}_{j}$.

Proof. Let $\tau_{h_{1}}$ and $\tau_{h_{2}}$ be the pair of tetrahedra adjacent to the $\Gamma_{j}$ edge, as shown in Fig. 5.
It results in

$$
\tilde{\boldsymbol{s}}^{2 h_{1}}=\boldsymbol{l}_{3 h_{1}} \times \boldsymbol{l}_{1 h_{1}}=\left(\boldsymbol{l}_{3 h_{1}}-\boldsymbol{l}_{2 h_{1}}\right) \times \boldsymbol{l}_{1 h_{1}}+\boldsymbol{l}_{2 h_{1}} \times \boldsymbol{l}_{1 h_{1}}=2 \boldsymbol{f}^{j}-\tilde{\boldsymbol{s}}^{3 h_{1}} .
$$

Similarly

$$
\tilde{\boldsymbol{s}}^{2 h_{2}}=-\boldsymbol{l}_{3 h_{2}} \times \boldsymbol{l}_{1 h_{2}}=\left(-\boldsymbol{l}_{3 h_{2}}+\boldsymbol{l}_{2 h_{2}}\right) \times \boldsymbol{l}_{1 h_{2}}-\boldsymbol{l}_{2 h_{2}} \times \boldsymbol{l}_{1 h_{2}}=-2 \boldsymbol{f}^{j}-\tilde{\boldsymbol{s}}^{3 h_{2}} .
$$

Thus

$$
\begin{align*}
\boldsymbol{l}_{2 h_{1}} \tilde{\mathbf{s}}^{2 h_{1}} & =2 \boldsymbol{l}_{2 h_{1}} \boldsymbol{f}^{j}-\boldsymbol{l}_{2 h_{1}} \tilde{\boldsymbol{s}}^{3 h_{1}},  \tag{39}\\
\boldsymbol{l}_{2 h_{2}} \tilde{\boldsymbol{s}}^{2 h_{2}} & =-2 \boldsymbol{l}_{2 h_{2}} \boldsymbol{f}^{j}-\boldsymbol{l}_{2 h_{2}} \tilde{\boldsymbol{s}}^{3 h_{2}} . \tag{40}
\end{align*}
$$



Fig. 5. Elements $\boldsymbol{e}_{j}$ and $\boldsymbol{f}^{j}$, with $j=1 \ldots l$.

By summing (39) and (40) over all edges $\Gamma_{j}$ and by observing that

$$
\boldsymbol{l}_{2 h_{1}}-\boldsymbol{l}_{2 h_{2}}=\boldsymbol{e}_{j},
$$

then (38) follows.
Lemma 3. The following relation holds:

$$
\begin{equation*}
\frac{1}{2} \sum_{1}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{3 h}=-3 \tilde{\boldsymbol{T}}+\sum_{i}^{f} \sum_{1}^{n}\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{f}^{i k} \tag{41}
\end{equation*}
$$

Proof. From Property 4 and Lemma 6 of Appendix B, it follows:

$$
\widetilde{\boldsymbol{T}}=\sum_{i}^{f} \int_{\Sigma_{i}}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \omega=\frac{1}{3} \sum_{i}^{f} \sum_{1}^{n}\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma_{i}}\right) \boldsymbol{f}^{i k}-\frac{1}{6} \sum_{1}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{h h}
$$

and (41) follows.
Lemma 4. The following relation holds:

$$
\begin{equation*}
V \boldsymbol{I}=\sum_{i}^{l} \boldsymbol{e}_{j} f^{j}+\widetilde{\boldsymbol{T}} \tag{42}
\end{equation*}
$$

Proof. Let $\boldsymbol{a}, \boldsymbol{b}$ be spatially uniform fields, so that $\boldsymbol{a}=\nabla u(\boldsymbol{r})$ with $u(\boldsymbol{r})=\boldsymbol{a} \cdot \boldsymbol{r}$. Let $\rho_{i}$ be the pyramid whose base is the $\Sigma_{i}$ face and has vertex $\boldsymbol{r}_{\Omega}$, with $i=1 \ldots f$ (Fig. 6). Let the lateral faces of these pyramids be $\pi_{j}$ with $j=1 \ldots l$. It results in

$$
\begin{aligned}
\int_{\rho_{i}} \boldsymbol{a} \cdot \boldsymbol{b} \mathrm{~d} \omega & =\int_{\rho_{i}} \nabla\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \cdot \boldsymbol{b} \mathrm{d} \omega=\int_{\rho_{i}} \nabla \cdot\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \boldsymbol{b} \mathrm{d} \omega-\int_{\rho_{i}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \nabla \cdot \boldsymbol{b} \mathrm{d} \omega \\
& =\int_{\partial \rho_{i}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma \\
& =\int_{\Sigma_{i}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma+\sum_{j}^{l} \int_{\partial \rho_{i} \cap \pi_{j}}\left(\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Gamma_{j}}\right)\right)+\left(u\left(\boldsymbol{r}_{\Gamma_{j}}\right)-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma .
\end{aligned}
$$



Fig. 6. A pyramid $\rho_{i}$ of base $\Sigma_{i}$.

Since, for each $j=1 \ldots l$,

$$
\begin{aligned}
& \sum_{i}^{f} \int_{\partial \rho_{i} \cap \pi_{j}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Gamma_{j}}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma=0 \\
& \sum_{i}^{f} \int_{\partial \rho_{i} \cap \pi_{j}}\left(u\left(\boldsymbol{r}_{\Gamma_{j}}\right)-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma=\left(\boldsymbol{a} \cdot \boldsymbol{e}_{j}\right)\left(\boldsymbol{f}^{j} \cdot \boldsymbol{b}\right),
\end{aligned}
$$

it results in

$$
V \boldsymbol{a} \cdot \boldsymbol{b}=\sum_{i}^{f} \int_{\rho_{i}} \boldsymbol{a} \cdot \boldsymbol{b} \mathrm{~d} \omega=\sum_{i}^{l}\left(\boldsymbol{a} \cdot \boldsymbol{e}_{j}\right)\left(\boldsymbol{f}^{j} \cdot \boldsymbol{b}\right)+\sum_{i}^{f} \int_{\Sigma_{i}}\left(u(\boldsymbol{r})-u\left(\boldsymbol{r}_{\Sigma_{i}}\right)\right) \boldsymbol{b} \cdot \boldsymbol{n}(\boldsymbol{r}) \mathrm{d} \sigma .
$$

Because $\boldsymbol{a}, \boldsymbol{b}$ are arbitrary, (42) follows.
From previous Lemmas 1-4 the following result is deduced.
Property 5. The following relation holds:

$$
\begin{equation*}
\frac{1}{2} \sum_{1}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{2 h}=\frac{1}{2} \sum_{1}^{2 l} \tilde{\boldsymbol{l}}^{2 h} \boldsymbol{s}_{2 h}=V \boldsymbol{I}+\boldsymbol{T}+\widetilde{\boldsymbol{T}} . \tag{43}
\end{equation*}
$$

Proof. From Lemmas 1 and 3, it is

$$
\frac{1}{2} \sum_{1}^{2 l} \boldsymbol{l}_{2 h} \widetilde{\boldsymbol{s}}^{3 h}=-3 \widetilde{\boldsymbol{T}}+(\widetilde{\boldsymbol{T}}-\boldsymbol{T})=-2 \widetilde{\boldsymbol{T}}-\boldsymbol{T}
$$

Then from Lemma 2 it follows:

$$
\frac{1}{2} \sum_{1}^{2 l} \boldsymbol{l}_{2 h} \widetilde{\mathbf{s}}^{2 h}=\sum_{1}^{l} \boldsymbol{e}_{j} \boldsymbol{f}^{j}+2 \widetilde{\boldsymbol{T}}+\boldsymbol{T}
$$

Thus from Lemma 4, (43) follows.
The dual grids are here assumed to be such that (33) and (34) hold. As a particular case (35) and (36) hold, that is the trace of the dual of $\partial \Omega$ on $\Omega$ is the barycentric subdivision of $\partial \Omega$. The approach of Section 7 for constructing discrete constitutive equations is extended to such dual grids, as follows.

Let

$$
\mathbf{v}_{h}=\left[\begin{array}{l}
v_{1 h} \\
v_{2 h} \\
v_{3 h}
\end{array}\right]
$$

be the arrays with the circulations of $\boldsymbol{e}$ along edges $\boldsymbol{l}_{1 h}, \boldsymbol{l}_{2 h}, \boldsymbol{l}_{3 h}$, with $h=1 \ldots 2 l$. From (18), for an electric field $\boldsymbol{e}$, spatially uniform in $\Omega$, such circulations can be expressed as

$$
\mathbf{v}_{h}=\mathbf{T}_{h} \mathbf{v},
$$

where

$$
\mathbf{T}_{h}=\left[\begin{array}{ccccc}
0 & \cdots & 1 & \cdots & 0 \\
\boldsymbol{l}_{2 h} \cdot \frac{\tilde{s}^{\frac{1}{1}}}{V} & \cdots & \boldsymbol{l}_{2 h} \cdot \frac{\tilde{j}^{j}}{V} & \cdots & \boldsymbol{l}_{2 h} \cdot \frac{\tilde{s}^{\prime}}{V} \\
\boldsymbol{l}_{3 h} \cdot \frac{\bar{s}^{\frac{1}{l}}}{V} & \cdots & \boldsymbol{l}_{3 h} \cdot \frac{\tilde{j}^{j}}{V} & \cdots & \boldsymbol{l}_{3 h} \cdot \frac{\bar{s}^{\prime}}{V}
\end{array}\right] .
$$

Let $\mathbf{E}_{h}$ be the matrices which transform the circulations of $\boldsymbol{e}$ along the edges of edge vectors $\boldsymbol{l}_{1 h}, \boldsymbol{l}_{2 h}, \boldsymbol{l}_{3 h}$ into the fluxes of $\boldsymbol{d}=\boldsymbol{\varepsilon} \cdot \boldsymbol{e}$ across the faces of face vectors $\tilde{\boldsymbol{s}}^{h h}, \tilde{\boldsymbol{s}}^{2 h}, \tilde{\boldsymbol{s}}^{3 h}$. These matrices are defined by (A.15) of Appendix A by assuming $\boldsymbol{t}=\boldsymbol{\varepsilon}$ and $\tilde{\boldsymbol{s}}^{1}=\tilde{\boldsymbol{s}}^{1 h}, \tilde{\boldsymbol{s}}^{2}=\tilde{\boldsymbol{s}}^{2 h}$ and $\tilde{\boldsymbol{s}}^{3}=\tilde{\boldsymbol{s}}^{3 h}$, with $h=1 \ldots 2 l$.

Now, using Property 5, we can prove the following main result.
Property 6. Matrix

$$
\begin{equation*}
\mathbf{E}=\frac{1}{6} \sum_{1}^{2 l} \mathbf{T}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{T}_{h} \tag{44}
\end{equation*}
$$

is a discrete electric constitutive equation preserving the thermodynamic relations for electric constitutive equations at the continuous level.

Proof. For an electric field $\boldsymbol{e}$, spatially uniform in $\Omega$, it is

$$
\mathbf{T}_{h} \mathbf{v}=\left[\begin{array}{l}
\boldsymbol{l}_{1 h} \cdot \boldsymbol{e} \\
\boldsymbol{l}_{2 h} \cdot \boldsymbol{e} \\
\boldsymbol{l}_{3 h} \cdot \boldsymbol{e}
\end{array}\right]
$$

and

$$
\mathbf{E}_{h} \mathbf{T}_{h} \mathbf{v}=\left[\begin{array}{c}
\tilde{\boldsymbol{s}}^{1 h} \cdot \boldsymbol{d} \\
\tilde{\boldsymbol{s}}^{2 h} \cdot \boldsymbol{d} \\
\tilde{\boldsymbol{s}}^{3 h} \cdot \boldsymbol{d}
\end{array}\right],
$$

being $\boldsymbol{d}=\boldsymbol{\varepsilon} \cdot \boldsymbol{e}$. Then

$$
\mathbf{E v}=\frac{1}{6} \sum_{1}^{2 l} \mathbf{T}_{h}^{\mathrm{T}}\left[\begin{array}{l}
\tilde{\boldsymbol{s}}^{1 h} \cdot \boldsymbol{d}  \tag{45}\\
\tilde{\boldsymbol{s}}^{2 h} \cdot \boldsymbol{d} \\
\tilde{\mathbf{s}}^{3 h} \cdot \boldsymbol{d}
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{6} \frac{\tilde{s}^{1}}{V} \cdot\left(2 V \boldsymbol{I}+\sum_{h}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{2 h}+\sum_{1}^{2 l} \boldsymbol{l}_{3} \tilde{\boldsymbol{s}}^{2 h}\right) \cdot \boldsymbol{d} \\
\vdots \\
\frac{1}{6} \frac{\tilde{s}^{\prime}}{V} \cdot\left(2 V \boldsymbol{I}+\sum_{1}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{2 h}+\sum_{1}^{2 l} \boldsymbol{l}_{3 h} \tilde{\boldsymbol{s}}^{3 h}\right) \cdot \boldsymbol{d}
\end{array}\right] .
$$

Thus since, from Property 5 it is

$$
\sum_{1}^{2 l} \boldsymbol{l}_{2 h} \tilde{\boldsymbol{s}}^{2 h}=2 V \boldsymbol{I}
$$

and from Property 2 it is

$$
\sum_{1}^{2 l} \boldsymbol{l}_{3 h} \tilde{\boldsymbol{s}}^{3 h}=\sum_{1}^{2 l} \tilde{\boldsymbol{l}}^{3 h} \boldsymbol{s}_{3 h}=2 \sum_{i}^{f} \tilde{\boldsymbol{l}}^{i} \boldsymbol{s}_{i}=2 V \boldsymbol{I},
$$

from (45) it results in

$$
\mathbf{E v}=\left[\begin{array}{c}
\tilde{\boldsymbol{s}}^{1} \cdot \boldsymbol{d} \\
\vdots \\
\tilde{\boldsymbol{s}}^{I} \cdot \boldsymbol{d}
\end{array}\right]
$$

and $\mathbf{E}$ is consistent with (1).
Also it is

$$
\frac{1}{2} \mathbf{v}^{\mathrm{T}} \mathbf{E v}=\frac{1}{12} \sum_{1}^{2 l} \mathbf{v}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{v}_{h}=\frac{1}{2} \sum_{1}^{2 l}\left|\tau_{h}\right| \boldsymbol{e} \cdot \boldsymbol{d}=\frac{1}{2} V \boldsymbol{e} \cdot \boldsymbol{d}
$$

and $\mathbf{E}$ is consistent with (2).
Since $\mathbf{E}_{h}^{\mathrm{T}}=\mathbf{E}_{h}$, for each $h=1 \ldots 2 l$, it results in

$$
\mathbf{E}^{\mathrm{T}}=\left(\sum_{1}^{2 l} \mathbf{T}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{T}_{h}\right)^{\mathrm{T}}=\sum_{1}^{2 l} \mathbf{T}_{h}^{\mathrm{T}} \mathbf{E}_{h}^{\mathrm{T}} \mathbf{T}_{h}=\sum_{1}^{2 l} \mathbf{T}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{T}_{h}=\mathbf{E}
$$

and $\mathbf{E}$ is symmetric.
Since $\mathbf{v}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{v}_{h} \geqslant 0$, for each $h=1 \ldots 2 l$, it results in

$$
\frac{1}{2} \mathbf{v}^{\mathrm{T}} \mathbf{E} \mathbf{v}=\frac{1}{12} \sum_{1}^{2 l} \mathbf{v}^{\mathrm{T}} \mathbf{T}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{T}_{h} \mathbf{v}=\frac{1}{12} \sum_{1}^{2 l} \mathbf{v}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{v}_{h} \geqslant 0
$$

Also $\mathbf{v}^{\mathrm{T}} \mathbf{E v}=0$ implies $\mathbf{v}_{h}^{\mathrm{T}} \mathbf{E}_{h} \mathbf{v}_{h}=0$ and thus $\mathbf{v}_{h}=\mathbf{T}_{h} \mathbf{v}=\mathbf{0}$ for all $h=1 \ldots 2 l$. Then $v_{1 h}=0$ for all $h=1 \ldots 2 l$, or equivalently $v_{j}=0$ for all $j=1 \ldots l$ that is $\mathbf{v}=\mathbf{0}$. Thus $\mathbf{E}$ is positive definite.

In a similar way let

$$
\boldsymbol{\varphi}_{h}=\left[\begin{array}{l}
\varphi_{1 h} \\
\varphi_{2 h} \\
\varphi_{3 h}
\end{array}\right]
$$

be the fluxes of $\boldsymbol{b}$ across faces $\boldsymbol{s}_{1 h}, \boldsymbol{s}_{2 h}, \boldsymbol{s}_{3 h}$, with $h=1 \ldots 2 l$. From (22), for a magnetic induction $\boldsymbol{b}$, spatially uniform in $\Omega$, such fluxes can be expressed as

$$
\boldsymbol{\varphi}_{h}=\mathbf{P}_{h} \boldsymbol{\varphi}
$$

where

$$
\mathbf{P}_{h}=\left[\begin{array}{ccccc}
\boldsymbol{s}_{1 h} \cdot \frac{\tilde{l}^{1}}{V} & \cdots & \boldsymbol{s}_{1 h} \cdot \frac{\tilde{l}^{V}}{V} & \cdots & \boldsymbol{s}_{1 h} \cdot \frac{\tilde{f}^{\prime}}{V} \\
\boldsymbol{s}_{2 h} \cdot \frac{\tilde{I}^{1}}{V} & \cdots & \boldsymbol{s}_{2 h} \cdot \frac{\tilde{i}^{V}}{V} & \cdots & \boldsymbol{s}_{2 h} \cdot \frac{\tilde{f}^{V}}{V} \\
0 & \cdots & \xi_{i} & \cdots & 0
\end{array}\right]
$$

and $\xi_{i}=\boldsymbol{s}_{3 h} \cdot \boldsymbol{s}_{i} /\left|\boldsymbol{s}_{i}\right|^{2}$.
Let $\mathbf{N}_{k}$ be the matrices, which transform the fluxes of $\boldsymbol{b}$ across the faces of face vectors $\boldsymbol{s}_{1 h}, \boldsymbol{s}_{2 h}, \boldsymbol{s}_{3 h}$ into the circulations of $\boldsymbol{h}=\boldsymbol{v} \cdot \boldsymbol{b}$ along the edges of edge vectors $\tilde{\boldsymbol{l}}^{1 h}, \tilde{\boldsymbol{l}}^{2 h}, \tilde{\boldsymbol{l}}^{3 h}$. These matrices are defined by (A.21) of Appendix B by assuming $\boldsymbol{t}=\boldsymbol{v}$ and $\tilde{\boldsymbol{l}}^{1}=\tilde{\boldsymbol{l}}^{1 h}, \tilde{\boldsymbol{l}}^{2}=\tilde{\boldsymbol{l}}^{2 h}$ and $\tilde{\boldsymbol{l}}^{3}=\tilde{\boldsymbol{l}}^{3 h}$, with $h=1 \ldots 2 l$.

Using again Property 5 , the following main result is now proved:
Property 7. Matrix

$$
\begin{equation*}
\mathbf{N}=\frac{1}{6} \sum_{1}^{2 l} \mathbf{P}_{h}^{\mathrm{T}} \mathbf{N}_{h} \mathbf{P}_{h} \tag{46}
\end{equation*}
$$

is a discrete magnetic constitutive equation, preserving the thermodynamic relations for magnetic constitutive equations at the continuous level.

Proof. For a magnetic field $\boldsymbol{b}$, spatially uniform in $\Omega$, it is

$$
\mathbf{P}_{h} \boldsymbol{\varphi}=\left[\begin{array}{c}
\boldsymbol{s}_{1 h} \cdot \boldsymbol{b} \\
\boldsymbol{s}_{2 h} \cdot \boldsymbol{b} \\
\boldsymbol{s}_{3 h} \cdot \boldsymbol{b}
\end{array}\right]
$$

and

$$
\mathbf{N}_{h} \mathbf{P}_{h} \boldsymbol{\varphi}=\left[\begin{array}{c}
\tilde{\boldsymbol{l}}^{1 h} \cdot \boldsymbol{h} \\
\tilde{\boldsymbol{l}}^{2 h} \cdot \boldsymbol{h} \\
\tilde{\boldsymbol{l}}^{3 h} \cdot \boldsymbol{h}
\end{array}\right],
$$

being $\boldsymbol{h}=\boldsymbol{v} \cdot \boldsymbol{b}$. Then

$$
\mathbf{N} \boldsymbol{\varphi}=\frac{1}{6} \sum_{1}^{2 l} \mathbf{P}_{h}^{\mathrm{T}}\left[\begin{array}{l}
\tilde{\boldsymbol{l}}^{1 h} \cdot \boldsymbol{h}  \tag{47}\\
\tilde{\boldsymbol{l}}^{2 h} \cdot \boldsymbol{h} \\
\tilde{\boldsymbol{l}}^{3 h} \cdot \boldsymbol{h}
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{6} \frac{\tilde{\partial}}{V} \cdot\left(\sum_{h}^{2 l} \tilde{\boldsymbol{l}}^{1 h} \boldsymbol{s}_{1 h}+\sum_{1}^{2 l} \tilde{\boldsymbol{l}}^{2 h} \boldsymbol{s}_{2 h}+2 V \boldsymbol{I}\right) \cdot \boldsymbol{h} \\
\vdots \\
\frac{1}{6} \frac{\tilde{V}}{V} \cdot\left(\sum_{1}^{2 l} \tilde{\boldsymbol{l}}^{1 h} \boldsymbol{s}_{1 h}+\sum_{1}^{2 l} \tilde{\boldsymbol{l}}^{2 h} \boldsymbol{s}_{2 h}+2 V \boldsymbol{I}\right) \cdot \boldsymbol{h}
\end{array}\right] .
$$

Thus since, from Property 5 it is

$$
\sum_{1}^{2 l} \tilde{\boldsymbol{l}}^{2 h} \boldsymbol{s}_{2 h}=2 V \boldsymbol{I}
$$

and from Property 1 it is

$$
\sum_{1}^{2 l} \tilde{\boldsymbol{l}}^{l h} \boldsymbol{s}_{1 h}=\sum_{1}^{2 l} \boldsymbol{l}_{1 h} \tilde{\boldsymbol{s}}^{1 h}=\sum_{1}^{l} \boldsymbol{l}_{j} \tilde{\boldsymbol{s}}^{j}=2 V \boldsymbol{I}
$$

from (47) it results in

$$
\mathbf{N} \varphi=\left[\begin{array}{c}
\tilde{\boldsymbol{l}}^{1} \cdot \boldsymbol{h} \\
\vdots \\
\tilde{\boldsymbol{l}}^{f} \cdot \boldsymbol{h}
\end{array}\right]
$$

and $\mathbf{N}$ is consistent with (2).
Also it is

$$
\frac{1}{2} \boldsymbol{\varphi}^{\mathrm{T}} \mathbf{N} \boldsymbol{\varphi}=\frac{1}{12} \sum_{1}^{2 l} \boldsymbol{\varphi}_{h}^{\mathrm{T}} \mathbf{N}_{h} \boldsymbol{\varphi}_{h}=\frac{1}{2} \sum_{1}^{2 l}\left|\tau_{h}\right| \boldsymbol{b} \cdot \boldsymbol{h}=\frac{1}{2} V \boldsymbol{b} \cdot \boldsymbol{h}
$$

and $\mathbf{N}$ is consistent with (8).
Since $\mathbf{N}_{h}^{\mathrm{T}}=\mathbf{N}_{h}$, for each $h=1 \ldots 2 l$, it results in

$$
\mathbf{N}^{\mathrm{T}}=\left(\sum_{1}^{2 l} \mathbf{P}_{h}^{\mathrm{T}} \mathbf{N}_{h}^{\mathrm{T}} \mathbf{P}_{h}\right)^{\mathrm{T}}=\sum_{1}^{2 l} \mathbf{P}_{h}^{\mathrm{T}} \mathbf{N}_{h}^{\mathrm{T}} \mathbf{P}_{h}=\sum_{1}^{2 l} \mathbf{P}_{h}^{\mathrm{T}} \mathbf{N}_{h} \mathbf{P}_{h}=\mathbf{N}
$$

and $\mathbf{N}$ is symmetric.
Since $\boldsymbol{\varphi}_{h}^{\mathrm{T}} \mathbf{N}_{h} \boldsymbol{\varphi}_{h} \geqslant 0$, for each $h=1 \ldots 2 l$, it results in

$$
\frac{1}{2} \boldsymbol{\varphi}^{\mathrm{T}} \mathbf{N} \boldsymbol{\varphi}=\frac{1}{12} \sum_{1}^{2 l} \boldsymbol{\varphi}^{\mathrm{T}} \mathbf{P}_{h}^{\mathrm{T}} \mathbf{N}_{h} \mathbf{P}_{h} \boldsymbol{\varphi}=\frac{1}{12} \sum_{1}^{2 l} \boldsymbol{\varphi}_{h}^{\mathrm{T}} \mathbf{N}_{h} \boldsymbol{\varphi}_{h} \geqslant 0
$$

Also $\boldsymbol{\varphi}^{\mathrm{T}} \mathbf{N} \boldsymbol{\varphi}=0$ implies $\boldsymbol{\varphi}_{h}^{\mathrm{T}} \mathbf{N}_{h} \boldsymbol{\varphi}_{h}=0$ and thus $\boldsymbol{\varphi}_{h}=\mathbf{P}_{h} \boldsymbol{\varphi}=\mathbf{0}$ for all $h=1 \ldots 2 l$. Then $\varphi_{1 h}=0$ for all $h=1 \ldots 2 l$, or equivalently $\varphi_{i}=0$ for all $i=1 \ldots f$ that is $\boldsymbol{\varphi}=\mathbf{0}$. Thus $\mathbf{N}$ is positive definite.

Remark 1. Property 1 implies that also (A.14) and (A.15) of Appendix A can be extended to dual grids. Thus the following relation holds:

$$
\tilde{\psi}=\mathbf{E}^{\prime} \mathbf{v}
$$

with

$$
\mathbf{E}^{\prime}=\left[\frac{\tilde{s}^{i} \cdot \boldsymbol{\varepsilon} \cdot \tilde{\boldsymbol{s}}^{j}}{V}\right] .
$$

Such $\mathbf{E}^{\prime}$ matrix is a natural candidate for a discrete electric constitutive equation. However, as it can be straightforwardly verified, even though $\mathbf{E}^{\prime}$ is consistent with (4) and (5) and is symmetric, it is positive
semi-definite and not positive definite being singular. Thus it does not preserve the thermodynamic relations for electric constitutive equations at the continuous level.

Remark 2. Property 2 implies that also (A.20) and (A.21) of Appendix A can be extended to dual grids. Thus the following relation holds

$$
\tilde{\mathbf{f}}=\mathbf{N}^{\prime} \varphi
$$

with

$$
\mathbf{N}^{\prime}=\left[\frac{\tilde{\boldsymbol{l}}^{i} \cdot \boldsymbol{v} \cdot \tilde{\boldsymbol{l}}^{i}}{V}\right] .
$$

Such $\mathbf{N}^{\prime}$ matrix is a natural candidate for a discrete magnetic constitutive equation. However, as it can be straightforwardly verified, even though $\mathbf{N}^{\prime}$ is consistent with (10) and (11) and is symmetric, it is positive semi-definite and not positive definite being singular. Thus it does not preserve the thermodynamic relations for magnetic constitutive equations at the continuous level.

## 9. Numerical experiments

As working example, we consider an electromagnetic wave propagation problem formulated in the frequency domain, where the constitutive equations previously introduced can be naturally used. The field along a short-circuited section of a coaxial transmission line has been computed, the analytical solution being well known [20]. The transmission line has internal radius $r=2 \mathrm{~cm}$, external radius $R=4 \mathrm{~cm}$ and length $l=8 \mathrm{~cm}$. The numerical analysis has been performed both on a grid of tetrahedra and of hexahedra. The constitutive equations have been constructed using the method here proposed. The per cent error of the computed electric field, in the energy norm, with respect to the analytical solution [20] is plotted in Fig. 7, versus the maximum grid diameter $h_{\text {max }}$, at frequency

$$
f=1.1 \frac{l}{\sqrt{\mu_{0} \varepsilon_{0}}},
$$

being $\mu_{0}$ and $\varepsilon_{0}$ vacuum permeability and permittivity respectively. The error with respect to the analytical solution appears to be limited and to decrease with grid size. As a reference, the per cent error with respect


Fig. 7. Percent error of the computed electric field with respect to the analytical solution, in the energy norm, versus maximum grid diameter.
to the analytical solution is reported also when for a grid of tetrahedra the constitutive equations are constructed by means of edge elements using Whitney's functions [13].

## 10. Conclusions

In the paper, we proved a way to construct discrete counterparts of constitutive equations over polyhedral grids, preserving the thermodynamic relations for constitutive equations as a mean to ensure consistency and stability of the resulting equations at discrete level.

Numerical experiments demonstrate that the obtained discrete constitutive equations lead to accurate approximations of the electromagnetic field.

## Appendix A. Reinterpreting covariant and contravariant components in terms of circulations and fluxes

Let $\boldsymbol{v}_{i}$, with $i=1 \ldots 3$, be a triple of non-coplanar vectors, defining the covariant basis of a coordinate system [19]. The covariant components of vector $\boldsymbol{a}$ are then

$$
\begin{equation*}
a_{i}=\boldsymbol{a} \cdot \boldsymbol{v}_{i} \quad i=1 \ldots 3 . \tag{A.1}
\end{equation*}
$$

The contravariant components $b^{i}$ of a vector $\boldsymbol{b}$, with $i=1 \ldots 3$, are defined by

$$
\begin{equation*}
\boldsymbol{b}=\sum_{i}^{d} b^{i} \boldsymbol{v}_{i} \tag{A.2}
\end{equation*}
$$

By solving (A.2) for $b^{i}$ with $i=1 \ldots 3$, it results in

$$
\begin{equation*}
b^{i}=\boldsymbol{b} \cdot \boldsymbol{v}^{i} \quad i=1 \ldots 3, \tag{A.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{v}^{i}=\frac{\boldsymbol{v}_{i-1} \times \boldsymbol{v}_{i+1}}{\boldsymbol{v}_{i-1} \times \boldsymbol{v}_{i+1} \cdot \boldsymbol{v}_{i}}, \quad i=1 \ldots 3 \tag{A.4}
\end{equation*}
$$

the operations on indexes being modulo 3 .
The vectors $\boldsymbol{v}^{i}$ with $i=1 \ldots 3$ define the contravariant basis of the coordinate system and are solutions of equation

$$
\begin{equation*}
\boldsymbol{I}=\sum_{i}^{3} \boldsymbol{v}_{i} \boldsymbol{v}^{i} \tag{A.5}
\end{equation*}
$$

By taking the dot product of (A.5) by $\boldsymbol{a}$ it also follows:

$$
\begin{equation*}
\boldsymbol{a}=\sum_{i}^{3} a_{i} \boldsymbol{v}^{i} \tag{A.6}
\end{equation*}
$$

and by taking the scalar product of (A.6) with $\boldsymbol{b}$,

$$
\begin{equation*}
\boldsymbol{a} \cdot \boldsymbol{b}=\sum_{i}^{3} a_{i} b^{i} . \tag{A.7}
\end{equation*}
$$

By assuming (A.1) and (A.3), it follows that each of Eqs. (A.2), (A.5), (A.6), (A.7) implies all of the others.
Covariant and contravariant components can be applied also to tensors. For instance for a double tensor $\boldsymbol{t}$, its contravariant components

$$
\begin{equation*}
t^{i j}=\boldsymbol{v}^{i} \cdot \boldsymbol{t} \cdot \boldsymbol{v}^{j} \quad i, j=1 \ldots 3 \tag{A.8}
\end{equation*}
$$

transform the covariant components $a_{j}$ of a vector $\boldsymbol{a}$ into the contravariant components $b^{i}$ of a vector $\boldsymbol{b}$ as follows

$$
\begin{equation*}
b^{i}=\sum_{1}^{3} t^{i j} a_{j} \quad i=1 \ldots 3 . \tag{A.9}
\end{equation*}
$$

Now let $\boldsymbol{l}_{i}$ with $i=1 \ldots 3$ be the edge vectors of 3 segments identifying a parallelepiped of volume $V=\left|\boldsymbol{l}_{i-1} \times \boldsymbol{l}_{i} \cdot \boldsymbol{l}_{i+1}\right|$. Let $\tilde{\boldsymbol{s}}^{i}$, with $i=1 \ldots 3$, be the face vectors of the faces of the parallelepiped opposite to and positively oriented with respect to these edges. By assuming $\boldsymbol{v}_{i}=\boldsymbol{l}_{i}$ it straightforwardly results in $\boldsymbol{v}^{i}=\tilde{\boldsymbol{s}}^{i} / V$, with $i=1 \ldots 3$.

Let $A_{i}$ be the circulations of a vector $\boldsymbol{a}$ along the edge of edge vector $\boldsymbol{l}_{i}$ and let $\tilde{B}^{i}$ be the flux of a vector $\boldsymbol{b}$ across the face of face vector $\tilde{\boldsymbol{s}}^{i}$, with $i=1 \ldots 3$. Then it results in $a_{i}=A_{i}, b^{i}=\tilde{B}^{i} / V$. Moreover (A.5), (A.2), (A.6), (A.7) can be rewritten as

$$
\begin{align*}
& V \boldsymbol{I}=\sum_{i}^{3} \boldsymbol{l}_{i} \tilde{\boldsymbol{s}}^{i},  \tag{A.10}\\
& V \boldsymbol{b}=\sum_{i}^{3} \widetilde{B}_{i}^{i} \boldsymbol{l}_{i},  \tag{A.11}\\
& V \boldsymbol{a}=\sum_{i}^{3} A_{i} \tilde{\boldsymbol{s}}^{i},  \tag{A.12}\\
& V \boldsymbol{a} \cdot \boldsymbol{b}=\sum_{1}^{3} A_{i} \widetilde{B}^{i} . \tag{A.13}
\end{align*}
$$

Thus covariant components $a_{i}$ of vector $\boldsymbol{a}$ and contravariant components $b^{i}$ of vector $\boldsymbol{b}$ can be equivalently represented in terms of circulations $A_{i}$ of vector $\boldsymbol{a}$ and fluxes $\widetilde{B}^{i}$ of vector $\boldsymbol{b}$. Similarly covariant basis vectors $\boldsymbol{v}_{i}$ and contravariant basis vectors $\boldsymbol{v}^{i}$ can be equivalently represented in terms of edge vectors $\boldsymbol{l}_{i}$ and face vectors $\tilde{\boldsymbol{s}}^{i}$. Analogously (A.8) and (A.9) can be rewritten as

$$
\begin{equation*}
\widetilde{B}^{i}=\sum_{j}^{3} T^{i j} A_{j} \quad i=1 \ldots 3 \tag{A.14}
\end{equation*}
$$

in which

$$
\begin{equation*}
T^{i j}=V t^{i j}=\frac{\tilde{\boldsymbol{s}}^{i} \cdot \boldsymbol{t} \cdot \tilde{\boldsymbol{s}}^{j}}{V} \quad i, j=1 \ldots 3 . \tag{A.15}
\end{equation*}
$$

Alternatively the role of circulations and fluxes can also be exchanged. In fact let $s_{i}$ with $i=1 \ldots 3$ be the face vectors of +3 parallelograms identifying a parallelepiped of volume $V=\sqrt{\left|\boldsymbol{s}_{i-1} \times \boldsymbol{s}_{i} \cdot \boldsymbol{s}_{i+1}\right|}$ and let $\tilde{l}^{i}$, with $i=1 \ldots 3$, be the edge vectors of the edges opposite to and positively oriented with respect to these faces. By assuming $\boldsymbol{v}_{i}=\boldsymbol{s}_{i}$ it results in $\boldsymbol{v}^{i}=\tilde{\boldsymbol{l}}^{i} / V$, with $i=1 \ldots 3$.

Let $A_{i}$ be the flux of a vector $\boldsymbol{a}$ across the face of face vector $\boldsymbol{s}_{i}$ and let $\widetilde{B}^{i}$ be the circulation of a vector $\boldsymbol{b}$ along the edge of edge vector $\tilde{\boldsymbol{l}}^{i}$, with $i=1 \ldots 3$. It results in $a_{i}=A_{i}$ and $b^{i}=\widetilde{B}^{i} / V$. Moreover (A.5), (A.2), (A.6), (A.7) can be rewritten as

$$
\begin{align*}
& V \boldsymbol{I}=\sum_{i}^{3} s_{i} \tilde{\boldsymbol{l}}^{i},  \tag{A.16}\\
& V \boldsymbol{b}=\sum_{i}^{3} \widetilde{B}^{i} \boldsymbol{s}_{i},  \tag{A.17}\\
& V \boldsymbol{a}=\sum_{i}^{3} A_{i} \tilde{\boldsymbol{l}}^{i},  \tag{A.18}\\
& V \boldsymbol{a} \cdot \boldsymbol{b}=\sum_{i}^{3} A_{i} \widetilde{B}^{i} . \tag{A.19}
\end{align*}
$$

Thus covariant components $a_{i}$ of vector $\boldsymbol{a}$ and contravariant components $b^{i}$ of vector $\boldsymbol{b}$ can be equivalently represented in terms of fluxes $A_{i}$ of vector $\boldsymbol{a}$ and circulations $\widetilde{B}^{i}$ of vector $\boldsymbol{b}$. Similarly covariant basis vectors $\boldsymbol{v}_{i}$ and contravariant basis vectors $\boldsymbol{v}^{i}$ can be equivalently represented in terms of face vectors $\boldsymbol{s}_{i}$ and edge vectors $\tilde{\boldsymbol{l}}^{i}$. Analogously (A.8), (A.9) can be rewritten as

$$
\begin{equation*}
\widetilde{B}^{i}=\sum_{j}^{3} T^{i j} A_{j} \quad i=1 \ldots 3 \tag{A.20}
\end{equation*}
$$

in which

$$
\begin{equation*}
T^{i j}=V t^{i j}=\frac{\tilde{\boldsymbol{l}}^{i} \cdot \boldsymbol{t} \cdot \tilde{\boldsymbol{l}}^{j}}{V} \quad i, j=1 \ldots 3 . \tag{A.21}
\end{equation*}
$$

## Appendix B. Geometric relations for polygons

Let $\Sigma$ be a generic polygon. Let $\boldsymbol{r}_{k}$ be the nodes of $\Sigma$, with $k=1 \ldots n$. Let $\Gamma_{k}$ be the edges of $\Sigma$, with $k=1 \ldots n$. Nodes are assumed to be numbered counterclockwise. Edges $\Gamma_{k}$ are assumed to be oriented from node $\boldsymbol{r}_{k}$ to node $\boldsymbol{r}_{k+1}$. Operations on indexes are modulo $n$ (Fig. B.1).

The dual grid of $\Sigma$ has faces $\tilde{\Sigma}_{k}$ and edges $\tilde{\Gamma}_{k}$ with $k=1 \ldots n$. Edges $\tilde{\Gamma}_{k}$ are assumed to be segments. Let $\boldsymbol{r}_{\Sigma}$ be the dual node of $\Sigma$ and let $\boldsymbol{r}_{\Gamma_{k}}$ be the intersection of $\Gamma_{k}$ and $\tilde{\Gamma}_{k}$, with $k=1 \ldots n$.

Dual face $\tilde{\Sigma}_{k}$ is the union of triangle $\tilde{\Sigma}_{k}^{-}$(having vertices $\boldsymbol{r}_{\Sigma}, \boldsymbol{r}_{k}, \boldsymbol{r}_{\Gamma_{k-1}}$ ) and triangle $\tilde{\Sigma}_{k}^{+}$(having vertices $\boldsymbol{r}_{\Sigma}, \boldsymbol{r}_{k}, \boldsymbol{r}_{\Gamma_{k}}$ ). The union of faces $\tilde{\Sigma}_{k}^{+}$and $\tilde{\Sigma}_{k+1}^{-}$is referred to as $\Sigma_{\Gamma_{k}}$. It follows:

## Lemma 5.

$$
\begin{equation*}
\left.-\sum_{1}^{n} \int_{\tilde{\Sigma}_{k}}\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) \mathrm{d} \sigma=\frac{1}{2}|\Sigma|\left(\frac{1}{|\Sigma|} \int_{\Sigma} \boldsymbol{r} \mathrm{d} \sigma-\boldsymbol{r}_{\Sigma}\right)+\sum_{1}^{n} \right\rvert\, \Sigma_{\Gamma_{k} \mid}\left(\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} \boldsymbol{r} \mathrm{~d} \gamma-\boldsymbol{r}_{\Gamma_{k}}\right) \tag{B.1}
\end{equation*}
$$

## Proof.

$$
\begin{align*}
-\sum_{1}^{n} \int_{\tilde{\Sigma}_{k}}\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) \mathrm{d} \sigma & =-\int_{\Sigma}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma}\right) \mathrm{d} \sigma+\sum_{1}^{n} \int_{\tilde{\Sigma}_{k}}\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right) \mathrm{d} \sigma \\
& =-|\Sigma|\left(\frac{1}{|\Sigma|} \int_{\Sigma} \boldsymbol{r} \mathrm{d} \sigma-\boldsymbol{r}_{\Sigma}\right)+\sum_{1}^{n}\left|\tilde{\Sigma}_{k}\right|\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right) \tag{B.2}
\end{align*}
$$



Fig. B.1. Geometric elements of the $\Sigma$ polygon.

Moreover

$$
\begin{aligned}
\sum_{1}^{n}\left|\tilde{\Sigma}_{k}\right|\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right) & =\sum_{1}^{n}\left|\tilde{\Sigma}_{k}^{+}\right|\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)+\left|\tilde{\Sigma}_{k+1}^{-}\right|\left(\boldsymbol{r}_{k+1}-\boldsymbol{r}_{\Sigma}\right) \\
& =\sum_{1}^{n} \frac{1}{2}\left(\left|\tilde{\Sigma}_{k}^{+}\right|+\left|\tilde{\Sigma}_{k+1}^{-}\right|\right)\left(\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)+\left(\boldsymbol{r}_{k+1}-\boldsymbol{r}_{\Sigma}\right)\right)+\sum_{1}^{n} \frac{1}{2}\left(\left|\tilde{\Sigma}_{k}^{+}\right|-\left|\tilde{\Sigma}_{k+1}^{-}\right|\right)\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{k+1}\right)
\end{aligned}
$$

Thus, since it is

$$
\frac{1}{2}\left(\left|\tilde{\Sigma}_{k}^{+}\right|+\left|\tilde{\Sigma}_{k+1}^{-}\right|\right)\left(\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)+\left(\boldsymbol{r}_{k+1}-\boldsymbol{r}_{\Sigma}\right)\right)=\frac{3}{2} \int_{\Sigma_{+}^{k} \cup \Sigma_{-}^{k+1}}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma}\right) \mathrm{d} \sigma,
$$

and also

$$
\frac{1}{2}\left(\left|\Sigma_{+}^{k}\right|-\left|\Sigma_{-}^{k+1}\right|\right)\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{k+1}\right)=\frac{1}{2}\left|\Sigma_{\Gamma_{k}}\right|\left(\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Gamma_{k}}\right)+\left(\boldsymbol{r}_{k+1}-\boldsymbol{r}_{\Gamma_{k}}\right)\right)=\left|\Sigma_{\Gamma_{k}}\right|\left(\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} \boldsymbol{r} \mathrm{~d} \gamma-\boldsymbol{r}_{\Gamma_{k}}\right)
$$

it also results in

$$
\begin{equation*}
\sum_{k}^{n}\left|\tilde{\Sigma}_{k}\right|\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)=\frac{3}{2}|\Sigma|\left(\frac{1}{|\Sigma|} \int_{\Sigma} \boldsymbol{r} \mathrm{d} \sigma-\boldsymbol{r}_{\Sigma}\right)+\sum_{1}^{n}\left|\Sigma_{\Gamma_{k}}\right|\left(\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} \boldsymbol{r} \mathrm{~d} \gamma-\boldsymbol{r}_{\Gamma_{k}}\right) \tag{B.3}
\end{equation*}
$$

By substituting (B.3) into (B.2), (B.1) follows.

## Lemma 6.

$$
\begin{equation*}
\int_{\Sigma}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma}\right) \mathrm{d} \sigma=\frac{1}{3} \sum_{1}^{n}\left|\tilde{\Sigma}_{k}\right|\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)+\frac{1}{3} \sum_{1}^{n}\left|\Sigma_{\Gamma_{k}}\right|\left(\boldsymbol{r}_{\Gamma_{k}}-\boldsymbol{r}_{\Sigma}\right) \tag{B.4}
\end{equation*}
$$

Proof. From the formula of the barycenter of a triangle it results in

$$
\begin{aligned}
\int_{\Sigma}\left(\boldsymbol{r}-\boldsymbol{r}_{\Sigma}\right) \mathrm{d} \sigma & =\frac{1}{3} \sum_{k}^{n}\left|\tilde{\Sigma}_{k}^{+}\right|\left(\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)+\left(\boldsymbol{r}_{\Gamma_{k}}-\boldsymbol{r}_{\Sigma}\right)\right)+\frac{1}{3} \sum_{1}^{n}\left|\tilde{\Sigma}_{k}^{-}\right|\left(\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)+\left(\boldsymbol{r}_{\Gamma_{k-1}}-\boldsymbol{r}_{\Sigma}\right)\right) \\
& =\frac{1}{3} \sum_{k}^{n}\left(\left|\tilde{\Sigma}_{k}^{-}\right|+\left|\tilde{\Sigma}_{k}^{+}\right|\right)\left(\boldsymbol{r}_{k}-\boldsymbol{r}_{\Sigma}\right)+\frac{1}{3} \sum_{k}^{n}\left(\left|\tilde{\Sigma}_{k}^{+}\right|+\left|\tilde{\Sigma}_{k+1}^{-}\right|\right)\left(\boldsymbol{r}_{\Gamma_{k}}-\boldsymbol{r}_{\Sigma}\right)
\end{aligned}
$$

from which (B.4) follows.
It can be straightforwardly concluded that Lemmas 5, 6 hold also with arbitrary numerations and orientations of edges and nodes of $\Sigma$.
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    ${ }^{1}$ These lines form the boundary of those surfaces.

[^1]:    ${ }^{2}$ We attach subscript and superscript indexes to discrete quantities in a similar way to continuous quantities; the adoption of such a notation will be motivated in Section 5.

[^2]:    ${ }^{3}$ In orthogonal Cartesian coordinates the fundamental tensor is represented by an identity matrix.
    ${ }^{4}$ With "sym" we indicate the operator which transform a double tensor of components $T^{i j}$ into the symmetric double tensor of components $\left(T^{i j}+T^{j i}\right) / 2$.

